
IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 25, 2023 6485

Intelligent Typography: Artistic Text Style Transfer
for Complex Texture and Structure

Wendong Mao , Graduate Student Member, IEEE, Shuai Yang , Member, IEEE, Huihong Shi ,
Jiaying Liu , Senior Member, IEEE, and Zhongfeng Wang , Fellow, IEEE

Abstract—Text style transfer is an important task to render
artistic texts from a reference image or style, and is widely desired in
many visual creations. Previous works have brought some efficient
methods for text style transfer, which facilitate users to design
various artistic texts automatically. However, these works mainly
focus on relatively simple text effects, and do not perform well on
complex reference styles. In this paper, we propose a coarse-to-fine
framework to generate exquisite texts with complex texture and
structure in an unsupervised way, achieving real-time control of
style scales (i.e., text stylistic degree or deformation degree). The
key idea is to decouple the overall task into two steps, prototype
generation and detail refinement, and explore delicate networks
for each step to imitate the features at different levels. Based on
this idea, in the first step, we present a novel pro-gen GAN to
generate prototypes of artistic texts using the reference style, and
develop a deformable module to empower the pro-gen GAN to
continuously characterize the multi-scale shape features without
network retraining. Furthermore, we propose a mix-attention
training scheme for text style transfer, which can avoid artifacts and
retain a clear text background. In the second step, we introduce two
optimized networks for detail refinements. Experimental results
show that the proposed method can synthesize exquisite stylized
texts with complex reference styles, and surpass the state of the
arts in texture reconstruction, contour imitation, and text image
quality drastically.

Index Terms—Complex reference style, controllable style
transfer, generative adversarial network, text style transfer,
unsupervised learning.

I. INTRODUCTION

NOWADAYS, style transfer has developed rapidly and at-
tracted widespread attention in many different fields [1],
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[2], [3], [4]. Text style transfer, an important sub-topic of im-
age style transfer, is widely desired in many visual tasks, such
as poster, web page and advertisement design. Such visual tasks
aim to extract reference styles from either existing well-designed
artistic texts or general free-form style images, and apply them
to the target raw texts for artistic text design. The reference
styles include colors, shapes, text shadows and textures. These
exquisite text effects make the posters or web pages visually
attractive, and provide more artistic merit and creativity.

To transfer well-designed text effects to new target texts,
Yang et al. [5] first designed a novel algorithm to exploit the
effect analytics for text synthesis in 2017. In 2018, a bidirec-
tional flexible TET-GAN [6] was proposed for text stylization
and de-stylization, which can extend new text styles and generate
high-quality stylized texts automatically. Then, FET-GAN [7]
was developed to implement font variation among multiple text
effects domains by a few-shot fine-tuning strategy, transferring
the style of a pre-trained model to new effects. Interestingly,
Wang et al. [8] paid attention to decorative elements. They
designed a robust framework to separate, transfer, and recom-
bine decors and basal text effects, obtaining new stylized texts
with exquisite decors. These methods require specialized text
datasets for text style transfer, but text effects in the existing text
dataset [5], [8], [9] are relatively simple, as shown in Fig. 2(a),
which is hard to be applied for complex text effect transfer.

For general free-form style images, Atarsaikhan et al. [10]
directly applied the method in [11] to text style transfer and
achieved visually fuzzy results. Then, Yang et al. investi-
gated a new problem of fast controllable text style transfer,
and developed bidirectional shape-matching [12] and shape-
matching++ [13] frameworks for multi-scale artistic text syn-
thesis, which can imitate the visual features from general free-
form style images to obtain stylized texts. Furthermore, Yang
et al. [14] explored the stylization of text-based binary images
for automatic artistic typography creation. It can combine the
stylized geometric shape with a background image, achieving
visually appealing images. However, those methods are devel-
oped for relatively simple reference styles, and directly using
them for complex text styles leads to dissatisfactory results.

In view of the above, previous works mainly focus on rela-
tively simple text effects to generate images with limited styles.
In addition, real-time control for the stylistic degree of the glyph
can only be realized on the simple structure-free styles, like fire
and water in [12], [13], but real-time response and adjustment for
complex styles is equally crucial. To the best of our knowledge,
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Fig. 1. Generated diverse artistic texts via the proposed framework. Our framework can tackle complex reference styles, allowing users to generate artistic texts
(b)(d) via binary text masks and style images (a)(c). The artistic texts can be applied to exquisite typography (e). Moreover, the deformation degree can be adjusted
to obtain multi-scale stylized texts (f).

there has been no work discussing the transformation and ap-
plication for the style effects with relatively complex texture
and structure. The challenges of complex text style transfer lie
in three aspects. On one hand, for transferring complex text ef-
fects or general free-form style images, the existing simple text
datasets can not be utilized directly, and it is expensive and even
unrealistic to develop a specialized large-scale text dataset with
high resolution images and diversified style components. On
the other hand, complex reference styles contain variable struc-
ture and texture characteristics, which is difficult to be extracted
and imitated. Further, the complex features are sensitive and are
easy to be twisted by previous style scale-controllable methods.
Thus, the complex but exquisite style components, which are
commonly used in art design, are hard to be transferred into
targeted texts via previous methods.

To tackle this problem, in this paper, we pay attention to the
style images with complex texture and structure. Fig. 1 shows
some examples of our framework, where the complex styles are
transferred to texts and real-time control of style scales can be
achieved. The key idea is a coarse-to-fine framework to trans-
fer style at different levels, where delicate networks are devel-
oped for feature imitation of each level. For lack of text dataset
with complex effects, an one-shot unsupervised method is de-
veloped to generate artistic texts with one style image. To imitate
complex characteristics, we skillfully propose a 2× magnifica-
tion network, and convert the challenging style transfer task into
texture expanding and contours recovering issues, achieving a
high-resolution output meanwhile.

The coarse-to-fine framework decomposes the overall task
into two sub-tasks, prototype generation and detail refine-
ment. Three delicate networks are developed to accomplish
those sub-tasks in order. First, the prototype generation is per-
formed by a 2× magnification network, pro-gen GAN, so that a
coarse-level prototype is obtained. To control the stylistic de-
gree, we develop a deformable module to build multi-shape
text masks so that multi-scale stylized texts can be obtained.
In addition, to consider both edge and inner characteristics, a

mix-attention scheme is proposed to eliminate artifacts in key
foreground as well as to keep clear background. Second, a struc-
ture network is developed to refine structure features of the text
prototype in fine-level. To enhance the adaptability of the net-
work, we exploit the general image dataset as content images
so that the features can be applied into various text prototypes.
Third, based on the structure refinement results, texture details
are refined by the style optimization over shallow layers of VGG
network, where a background-fixed strategy is developed to
make the background cleaner.

In summary, the contributions of this work are three-fold:
� We raise a coarse-to-fine framework to generate artistic

texts based on free-form style images. Our one-shot frame-
work can synthesize complex text effects based on a sin-
gle style image in an unsupervised way, without requiring
large-scale special artistic text datasets.

� We present a pro-gen GAN to generate the stylized text
prototype, which exploits a 2× magnified network to learn
complex style elements intelligently. The network provides
more space for structure reconstruction and texture trans-
fer, and can achieve high-resolution results. In terms of
controllable text style transfer, a deformation module is
developed for glyph deformation without network retrain-
ing.

� We propose a mix-attention training scheme to learn style
features, which can retain both edge and inner characteris-
tics. With the training scheme, the framework can generate
exquisite images with vivid details and clear background.

The rest of this paper is organized as follows. In Section II, we
review related works in style transfer and artistic text synthesis.
Section III describes the proposed framework to tackle the text
effects with complex texture and structure, and illustrates the
detailed architecture of each module in the overall framework.
In Section IV, we validate our method by conducting extensive
experiments, and make comparison with state-of-the-art meth-
ods for text style transfer and multi-scale style control. Finally,
we conclude the work in Section V.

Authorized licensed use limited to: Peking University. Downloaded on November 05,2023 at 09:32:11 UTC from IEEE Xplore.  Restrictions apply. 



MAO et al.: INTELLIGENT TYPOGRAPHY: ARTISTIC TEXT STYLE TRANSFER FOR COMPLEX TEXTURE AND STRUCTURE 6487

II. RELATED WORK

A. Image Style Transfer

The task of image style transfer is combining the style feature
of a style image and the content information of a content image
to obtain a stylized image. Gatys et al. [11] pioneered on the
neural style transfer (NST) by exploiting the powerful represen-
tativeness of deep neural networks, where the style feature of
an image is computed by Gram matrix [15], [16]. Then, a fast
feed-forward style network is proposed by Johnson et al. [17].
It combine the benefits of per-pixel loss and the style loss based
on Gram matrix, improving the processing speed of network
significantly.

By leveraging the powerful generation ability of GAN, a se-
ries of GAN-based architectures are raised for various style
transfer tasks. For example, a style-aware content loss was pro-
posed in [18] for real-time and high-resolution stylization of
images/videos, which makes the GAN model better captures
the subtle nature features. In [19], a new method was presented
to capture the particularities of style and separates style and
content. In addition, [20] introduced a content transformation
module between the encoder and decoder to realize content-and
style-aware stylization.

The two kinds of approaches have different emphasis,
where Gram-based method is good at texture representation,
and GAN-based method can better capture local information
and generate new similar elements. Directly applying image
style transfer methods for artistic text synthesis leads to obvious
artifacts and unclear background, while GAN-based methods
need large-scale style image datasets for training. Thus, special-
ized frameworks are required for efficient one-shot text styliza-
tion. Combined with the Gram-based and GAN-based methods,
our framework, targeting for text style transfer, can yield more
artistically vivid results.

B. Artistic Text Synthesis

The task aims to render texts with the style of a reference im-
age, which is first explored by Yang et al. [5] in 2017. The authors
exploited a non-parametric method to analyze features and de-
rive their correlation for text synthesis. Moreover, Yang et al. [21]
explored the problem of fantastic special-effects synthesis for
the typography, and developed distribution-aware method for
various text effects. Then, UT-Effect [14] was proposed to im-
itate visual features from more general free-form style images,
which expands the task for icon/symbol rendering and image
inpainting.

Some methods based on deep neural networks, such as
MC-GAN [22], TET-GAN [6], Decor [8], FET-GAN [7], and
AGIS-Net [23], were proposed to generate stylized texts au-
tomatically. To stylize target texts from only a few referenced
samples, MC-GAN [22] proposed an end-to-end GAN model to
generate a set of multi-content images. Similarly, Zhu et al. [24]
proposed a novel approach by decoding weighted deep fea-
tures and calculating the similarity scores of the target texts,
which can transfer the style of given styles to the contents of

Fig. 2. (a) Images in the existing text datasets [9]. (b) Examples of transferring
well-designed text effects to texts [7]. (c) Examples of transferring general free-
form style images to texts [12] and [13].

unseen texts. To generate exquisite artistic texts, Decor [8] de-
fined a new problem of text style transfer with decorative el-
ements, and proposed a framework to separate and recombine
the basal text effects and the decorative elements, which can
adapt to different styles and glyphs. TET-GAN [6] proposed a
bidirectional framework for text stylization and de-stylization,
achieving high-quality stylized texts. These works need special
text effect datasets for network training as shown in Fig. 2(a),
and fail on generating complex text effects from free-form styles,
such as “lemon” and “flower”. For free-form style images as ref-
erence, Yang et al. [12] introduced a new problem of real-time
control of glyph deformations, and proposed a novel bidirec-
tional shape-matching framework to generate multi-scale styl-
ized texts. Furthermore, Yang et al. [13] introduced a scale-aware
Shape-Matching GAN++ to animate a static text image based on
the reference style video, generating high-quality and control-
lable artistic texts. Nevertheless, these works mainly focus on
relatively simple text effects or style images as shown in Fig. 2(b)
and (c), and can not synthesize artistic texts with complex ref-
erence styles. Our work explores a coarse-to-fine framework to
tackle the issue, which is more robust for various text styles,
achieving satisfactory visual results.

C. Controllable Text Style Transfer

The controllable style transfer is first mentioned by
Gatys et al. [11] and the stylistic degree is controlled by chang-
ing the weights of the content loss and style loss. Obviously,
this kind of methods need to re-train the model for different
weights. Further, Jing et al. [25] developed a stoke-controllable
network for fast style transfer, which can adjust receptive fields
to obtain different style-scale outputs. For artistic text design,
Yang et al. [12] proposed a scale-controllable module to adjust
the stylistic degree of the glyph, which needs to train the network
only once. In this work, we raise a deformable module that ex-
ploits a simple but efficient scheme to adjust glyph deformation
without network re-training. It can achieve controllable complex
style transfer with shaper and more natural styles than [12].

III. METHOD

The proposed coarse-to-fine framework is shown in Fig. 3,
which decomposes the style transfer task into two sub-tasks:
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Fig. 3. Overview of the proposed coarse-to-fine framework. (I) The training step of the framework; (II) The testing step of the framework.

1) prototype generation and 2) detail refinement. The prototype
generation is modeled by a novel GAN model, namely pro-gen
GAN (Gp), which generates a coarse-level stylized prototype
from the given mask and tailored texture. The second sub-task
is performed by a structure network (Ns) and a texture network
(Nt), which refine the structure and texture features in fine-level,
respectively. Our multi-stage framework can extract style fea-
tures at multiple levels by the three delicate networks, so that
each network can focus on a specific level to accomplish the
overall transferring task in order. Due to the lack of text effect
datasets with paired data, the proposed framework develops an
one-shot learning method for the unsupervised training. For the
training step, we preprocess the style image (Y ) and binary mask
(M ) to generate paired data, and then use them to backwards up-
dateGp. Afterwards,Ns is trained with the general image dataset
to learn the ability of structure refinement. In the testing step, a
text mask is given to the deformable module to adjust the style
scale, obtaining the tailored mask (m̄′

d) and style image (ȳ′s),
and then they are sent into Gp, Ns, and Nt, to perform forward
style transfer.

In the following, we will first introduce the input prepro-
cessing for generating the training data. Then, we will present
the backward prototype generation process, containing the ar-
chitecture of the proposed pro-gen GAN. The backward struc-
ture refinement will be introduced in Section III-C. Finally, the
testing step for generating artistic texts will be described in
Section III-D, including a deformable module that enables the
network to achieve multi-scale glyph deformations.

A. Input Preprocessing

Because the complex reference styles contain rich texture and
structure features, they are hard to be transferred by the simple
input guidances. For example, [8], [12], [13] only exploited text
masks to generate text distribution guidances, and those guid-
ances are hard to help models map complex style elements into
targeted texts. Hence, a delicate input preprocessing method is

Fig. 4. The illustration of input data preprocessing, where the generated input
data is [ȳs; m̄s], and the ground truth is [y;m].

developed to provide more useful information for feature map-
ping and texture guiding. Since there is no specialized text effect
dataset for network training, the input preprocessing is to provide
paired training data from a form-free style image for the one-shot
learning. The paired training data, ([ȳs; m̄s], [y;m]), aim to im-
itate the characteristic of input/output texts in the forward text
style transfer process, so that Gp can learn the text stylization
from those paired data. The preprocessing is described in Fig. 4,
which can be listed as follows:

Step 1: To obtain the contour characteristic of style elements,
we extract the binary mask Mg for the raw style image Y g ,
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where the style component is in black color and background is
in white color. Further, depending on the area of black color,
we obtain an L× L local image with the smallest background,
namely Y l, and the mask of Y l, represented as M l. The purpose
of the step is to get global and local images for mix-attention
training.

Step 2: To imitate the smoothness of raw text mask edges,
Gaussian scale-space representation [26], [27] is applied to sim-
plify the edges of Mg and M l, obtaining the smooth masks Mg

s

and M l
s. The representation method mainly explores Gaussian

blur and the sigmoid(·) function for edge simplification.
Step 3: To create a training set from a single style image,

2N × 2N local patches are cropped from Y g or Y l in a pre-
defined probability, where 2N < L (see mix-attention training
scheme for details). Similarly, 2N × 2N patches in the corre-
sponding positions of Mg(or M l) and Mg

s (or M l
s) are cropped.

The local patch of Y g(or Y l) is denoted by y, the patch inMg(or
M l) is represented by m, and the patch in Mg

s (or M l
s) is repre-

sented by ms. y has the actual style characteristics and m can
describe the real contours of style elements, so we concatenate
y and m to obtain the six-channel ground truth [y;m] for the
training set.

Step 4: Gp can generate stylized prototypes and perform 2×
super-resolution reconstruction to enhance the robustness of fea-
ture learning. To generate the paired training data for Gp, the in-
put size in training set should be halved compared with ground
truth [y;m]. Hence, we down-sample ms to get an N ×N mask
m̄s. Different from ms, we randomly crop an N ×N patch in
y to obtain the small image patch ȳ instead of down-sampling.
Then, the N ×N patch ȳ is tailored by the smooth mask m̄s,
obtaining an N ×N tailored style patch ȳs. Due to the simpli-
fication of mask edge, ȳs and m̄s have smooth contours, and
the characteristic is similar to the raw text mask m̄′

s and its
tailored style patch ȳ′s, where the superscript ′ represent the
input or output data in the testing phase. Therefore, ȳs and
m̄s are merged as six-channel input data ȳi = [ȳs; m̄s] of the
training set.

Mix-attention training scheme: Large image,Y g , usually con-
tains more global information such as contour features and back-
ground, while the local image, Y l, pays more attention to the
key style elements. Using local patches from only a single image
(Y g or Y l) often fails on learning both global shapes and local
style details thoroughly, as shown in Fig. 14(a) and Fig. 14(b). To
tackle this problem, we propose a mix-attention training scheme
as shown in Fig. 5, where “mix” means that we mix Y g and Y l,
and then crop patches from them with a pre-defined probability
to obtain the training data, and “attention” represents that Y l

has more probability (i .e., 0.9) to be chosen so that the texture
and structure of key foreground can be learned adequately. As
described in step 1 of input preprocessing, we firstly search an
L× L local mask with the smallest background within all the
L× L patches in Mg, namely M l. Secondly, the local style im-
age Y l and its corresponding smooth mask M l

s, are determined
depending on the position ofM l. Then, we choose Y g/Mg/Mg

s

or Y l/M l/M l
s in a probability [a : 1− a] to perform step 3 and

4, obtaining the paired patches to trainGp. The scheme can learn

Fig. 5. The illustruation of the mix-attention training scheme.

style characteristics at both global and local levels, achieving
boosted overall effects and texture details.

Compared with previous methods [8], [12], [13], the paired
patch (m̄s,m) provides explicit overall contour for shape map-
ping, and the paired patch (ȳs, y) gives stronger guidances for
texture and structure features, which provide more information
for network training. In addition, the images Y g and Y l will be
used in the following networks Ns and Nt to transfer the style
features at different levels.

B. Backward Prototype Generation (Gp)

For complex reference styles, it is hard for 1× networks to
learning an robust pixel-to-pixel level relationship, since the net-
work will easily over-fit the single style image. Hence, we de-
velop a novel 2× magnification network, pro-gen GAN, to gen-
erate coarse-level stylized prototypes. It smartly converts the
problem of complex style imitation into the issue related to tex-
ture expansion and super-resolution, which relieves the pressure
of one-shot learning dramatically.

Fig. 6 shows the architecture of the pro-gen GAN’s genera-
tor, which contains two parts, namely Gp1 and Gp2. Gp1 is to
generate the 2× magnification stylized image, and Gp2 is a seg-
mentation module to extract the mask of the 2× magnification
stylized image. As shown in Fig. 3-I, Gp1 is represented in light
blue color, whose training exploits the discriminator Dp. Gp2

is denoted in dark blue in Fig. 3-I, and it does not require the
collaboration of Dp for network training.

Gp1 is composed of several convolutional layers, down-
sample layers, res-block layers [28], concat layers and up-
sample layers. Borrowing the designs from super-resolution and
texture expansion [29], [30], [31], an up-sample architecture is
introduced in Gp1 to obtain a natural stylized image with high
resolution. In addition, the skip connection is involved in the
architecture inspired by U-Net [32]. Gp1 performs multi-task
during the process, containing structure/texture synthesis and
expansion, shape transfer and super-resolution, which can map
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Fig. 6. The architecture of the pro-gen GAN’s generator. Conv layer and Tconv
layer denote the convolutional layer and transposed convolutional layer. sidj
implies that the stride and dilation rate of this layer are i and j, respectively.
Conv layer with stride 2 can down-sample features, while Tconv with stride 2
can up-sample features. kj or tj means the kernel size is j × j for Conv or
Tconv.

the reference styles from coarse to fine. Particularly, its advan-
tages are two-fold: 1) The skip connection in the architecture
can retain more useful information, extract and combine fea-
tures at different levels, which improves the visual effects of
coarse-level style transfer. 2) The up-sample design can obtain
a 2× magnification output feature map with high resolution. It
provides more space for texture generation and characteristic
imitation, achieving more natural fine-level details.

For training Gp1, the paired data (ȳi, y) is used to train for
the texture synthesis and shape mapping. Gp1 is tasked to re-
construct y:

min
Gp1

max
Dp

λabv
p Ladv

p + λstyle
p Lstyle

p + λrec
p Lrec

p . (1)

Let δj(x, y) be the style loss measuring the style similarity of
image x and image y in VGG layer j:

δj(x, y) = ||G(φj(x))−G(φj(y))||22, (2)

where G(·) is the Gram matrix defined as in NST [11] to model
the style feature, andφj(x) represents the features obtained from
a pre-trained VGG model. Then we have:

Ladv
p = Ey,ȳi

[logDp(y)]

+ Ey,ȳi
[log(1−Dp(Gp1(ȳi)))],

Lstyle
p = Ey,ȳi

∑

j

[wjδj(Gp1(ȳi), y)],

Lrec
p = Ey,ȳi

||Gp1(ȳi)− y||1. (3)

In our pro-gen GAN, Dp learns to discriminate the authenticity
of the output ofGp1. The adversarial loss is imposed to forceGp1

to generate a vivid stylized prototype. δj(·) in (3) is computed
with the outputs activated by the relu1_1, relu2_1, relu3_1,
relu4_1, and relu5_1 layers of a pre-trained VGG model, and
wj is the weight of each layer. The style loss Lstyle

p exploits the
VGG model to extract high-level features, helping the network
better perceive the characteristics of style images.

Fig. 7. The architecture of structure network (Ns), which consists of an at-
tention module and image transform net [17]. � indicates element-wise multi-
plication. ki represents that the size of convolutional kernel is i× i and Ochj
denotes that the number of output channels is j.

Gp2 is a well-designed segmentation module. Considering the
architectures of semantic segmentation networks [33], [34], [35],
the segmentation module makes use of dilated convolution layer
to extract the mask of the stylized images, which can expand
the receptive field to obtain the global information. Gp2 uses
the original mask patch m for network training, which aims to
extract the mask of text prototype:

min
Gp2

λmse
p Lmse

p , (4)

where

Lmse
p = Eȳi,m||Gp2(y)−m||22. (5)

The training of Gp2 only needs a simple MSE loss [36] to learn
the mask extraction. For a stable network training, we first train
Gp1 until the network convergence and fix the parameters of
Gp1, and then train Gp2 for mask extraction.

In a nutshell, the processing of prototype generation has three
advantages: 1) It can generate the prototype of stylized texts,
and imitate contour characteristics from simplifying text masks
and tailored textures. 2) More texture details can be extended
by the 2× magnification network so that a high-resolution text
image is obtained. 3) The mask of output stylized text can be
extracted so that the background-fixed strategy is performed in
the following step to obtain a clear background.

C. Backward Structure Refinement (Ns)

The shape and distribution of style elements, e.g., the contour
and direction of each small leaf, are important structure char-
acteristics. As shown in Fig. 14(c), the primary result y′ has
coarse style characteristics after prototype generation, but the
fine-level characteristics, such as structure and texture features,
are ill-defined. Hence, we first develop a structure network (Ns)
to repair the structure features of y′. The method in [17] transfers
a reference style into content images in an unsupervised manner,
which inspires us that the rendering ability can be remoulded to
refine the structure features by setting text prototypes as content
images.

As shown in Fig. 7, the architecture of Ns is built based upon
the image transformation network [17], where we further design
an attention module [37] to help Ns concentrate more on the
complex style elements instead of background. The loss function
of Ns contains feature reconstruction loss, style reconstruction
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loss, and variation regularization. The objective of Ns can be
defined as:

min
Ns

λfeat
s Lfeat

s + λstyle
s Lstyle

s + λTV
s LTV

s , (6)

whereLfeat
s is the feature reconstruction loss,Lstyle

s denotes the
style reconstruction loss, and LTV

s represents the total variation
regularization. They can be computed as:

Lstyle
s = EY l,ysr

j∑

j=0

[wjδj(Y
l, ysr)],

Lfeat
s = Eysr

∣∣∣∣

∣∣∣∣
∑

j

[φj(ysr)− φj(ycontent)]

∣∣∣∣

∣∣∣∣
2

2

, (7)

where δj(·) is defined in (2), whose φj(·) is computed at layers
relu1_1, relu2_1, and relu3_1. Following [17], we use total
variation regularization to encourage spatial smoothness in the
output image. For network training, the general image dataset,
denoted as ycontent, is exploited as content images to enhance
the adaptability of the network, as shown in Fig. 3-I.

The difference between our refinement task and the task
in [17] is that Ns should pay more attention on structure details
instead of global information. Shallow layers in VGG model
can extract more detail features, such as color, structure, and
texture, which are usful for the text stylization. Thus, compared
with [17], we adopt shallow output feature maps of the VGG [38]
when computing Lstyle

s and Lfeat
s of Ns.

D. Testing Step

The testing step for text style transfer is shown in
Fig. 3-II. Gp, Ns and Nt are used to perform prototype gen-
eration, structure refinement and texture refinement in order,
transferring the reference style from coarse to fine level. Note
that we can obtaion multi-scale stylized texts by feeding binary
text masks and a style image into a deformable module under
the control of the deformable factor f .

Forward prototype generation with deformable module: To
obtain the multi-scale stylized texts, a deformable module is
developed to control the stylistic degree of input masks. As il-
lustrated in Fig. 8, three factors in deformable module are re-
lated to the style control. Two are related to the edge eroding
and the rest is inner deformation degree. Specifically, we first
erode the edge of the mask, and add noise in the erode edge.
Secondly, the mask with noise is dilated as shown in Fig. 8(a).
The scale of edge deformation is controlled by (f0, f1), where f0
is the kernel size of eroding and dilating and f1 is the degree of
noise addition in edge. For inner deformation, noises are added
inside the text under the control of the factor f2. We name the
combination of (f0, f1, f2) as vector f , which determines the
level of deformation. Thus, the multi-scale text masks can be
obtained by changing f as shown in Fig. 8(b). The deformation
module is only used in the testing step to process text masks,
and then the deformable mask tailors Y to obtain rough stylistic
text ȳ′s. After deformation, the multi-scale ȳ′s are sent to Gp, Ns

and Nt in order, to obtain the multi-scale artistic texts without
network retraining, as presented in Fig. 8(c).

Fig. 8. Deformable module for controllable style transfer. (a) The steps of the
style scale control. (b) The multi-scale text masks. (c) The multi-scale stylized
texts.

By the deformable module and Gp, the style characteristics
are firstly mapped to source texts in coarse-level, generating a
text prototype. The first step applies binary text mask m̄′

s with
size w × w and a style image Y as inputs. As shown in Fig. 3-II,
the contour of m̄′

s is straight. m̄′
s can be sent into the deformable

module to obtain the deformable mask m̄′
d, and the shape scale

can be controlled by a parameter f . ThenY is down-sampled and
cropped to w × w to match the size of m̄′

d. The result is tailored
by m̄′

d to obtain the rough artistic text ȳ′s. It means that we mask
out the background information of Y according to the white
region of m̄′

d to form rough stylistic text. Then, we concatenate
the tailored texture ȳ′s and text mask m̄′

d to obtain a six-channel
input of Gp. Finally, Gp generates a high-resolution 2w × 2w
stylized text prototype y′ and its mask m′. By adjusting f , users
can change the irregularity degree of the contours for m̄′

d, thus
to control the stylistic degree of prototype y′, i.e., deformation
degree to mimic the structure feature of the style elements in
Y . Compared with m̄′

s, the edge of m′ has been transferred the
shape characteristic of style elements. For clarity, the forward
prototype generation can be described as follows:

m̄′
d = D[m̄′

s; f ],

ȳ′s = T [Y ; m̄′
d],

(y′;m′) = Gp[ȳ′s; m̄′
d], (8)

where D and T represent the processes of deforming text masks
and tailoring texture, respectively.

Forward structure refinement: Having obtained the coarse-
level result y′, the second step is to repair its structure and shape
features in fine-level, which is performed by Ns. The input is y′
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and the structure-highlighted output is represented as y′sr. The
forward structure refinement can be expressed as follows:

y′sr = Ns(y
′). (9)

Forward texture refinement: After reparing structure features,
strengthening textures in fine-level is still important for a life-
like visual effect. Given the structure refinement result y′sr, the
texture refinement is performed by a texture network, namely
Nt, to obtain the final result y′tr. Inspired by the style transfer
method in [11], Nt is a pre-trained VGG network [38]. Like in
Ns to emphasize the low-level texture details, we utilize lower
convolutional layers of the pre-trained VGG, relu1_1, relu2_1,
and relu3_1, to compute the loss function of Nt. In our imple-
mentation, we use y′sr as the input image to provide content
information. Y g is chosen as the style image. Because the over-
all style has been mapped into the target texts, the optimation of
Nt only need 1 ∼ 2 iterations to refine texture features, which
is different from the work [11] that costs hundreds of iterations.
The objective of Nt is to use gradient descent to minimize the
style difference between y′tr and Y g:

min
Nt

λstyleL
style
t , (10)

where Lstyle
t can be computed as:

Lstyle
t = Eytr,′Y g

∑

j

[wjδj(ytr,
′ Y g)]. (11)

Because Y g is a free-form image, a background-fixed strategy is
developed to make the background cleaner during the iteration
of Nt. It means that only the foreground (text part) is updated
during the iteration while the pixels of background is equal to
y′, where the foreground and background are distinguished by
the binary mask m′. After 1 ∼ 2 iterations, the texture refined
result y′tr is obtained, which is also the final stylized texts. The
forward texture refinement can be described as follows:

y′
tr = m′y′ + (1−m′)Nt(y

′
sr). (12)

Because the texture refinement task does not require training a
new network, the optimization only cost around 10∼18s, saving
much time than [11].

IV. EXPERIMENTAL RESULTS

A. Implementation Details

For the pro-gen GAN, we use the proposed architecture in
Fig. 6 for generator, and the discriminator follows [30]. In input
preprocessing, L is set to 500, and N is set to 128. It means
that we randomly crop the style image to 256× 256 sub-images
and next crop 128× 128 local patches for network training. The
Aadm optimizer is adopted with a fixed learning rate of 0.002,
and it will be halved after 10,000 iterations to stabilize training of
pro-gen GAN. In (1), λadv

p , λstyle
p , and λrec

p are set to 1, 100, and
1, respectively. Following [11], we compute Lstyle

p using Gram
matrices for the feature maps output by the relu1_1, relu2_1,
relu3_1, relu4_1, and relu5_1 layers, and their weights to
sum up the corresponding Gram losses are given to 0.244,
0.061, 0.015, 0.004, and 0.004, respectively. The probability
1− a of choosing Y l is set to 0.9 to perform the mix-attention

training scheme. To train the structure network, we exploit
COCO dataset1 as content images for the unsupervised learning.
Note that structure and texture refinements are alternative. For
some simple style images with smooth structures or monotonous
textures, the prototype image is visually pleasing enough, and
Ns or/and Nt can be skipped for faster text stylization.

B. Comparisons With State-of-The-Art Methods

Artistic style transfer: In Fig. 9, we show the qualitative
comparison with five state-of-the-art methods, NST [11], T-
effect [5], TET-GAN [6], Shape-Matching GAN [12], and UT-
Effect [14]. The first one is an image style transfer method and
the others are the methods for artistic text synthesis. NST fails
to render the valid texture details in the text region, and can not
find the spatial relationship between style elements and texts. In
addition, NST performs poorly on imitating structure character-
istics. Therefore, its results have twisted texture and confused
structure. The following two methods [5] and [6], directly map
the simple characteristics, such as color, to the text region, miss-
ing the texture details. Moreover, the two methods also fail to
imitate shape features, yielding rigid contours. Shape-Matching
GAN [12] is proposed to render artistic texts from a source style
image, which is similar to our task. However, after reconstruct-
ing the text contours, the style details are overfitting by learning
a pixel-to-pixel level mapping. Thus the method fails on the style
images with complex texture and structure, yielding unnatural
contour and blurry texture. UT-Effect [14] transfers structure
and texture, balancing shape legibility with texture consistency.
It can retain texture features of style images for artistic texts.
However, for some complex style images, UT-Effect [14] can
not extract the characteristic of shape well, causing disordered
text contours. In addition, UT-Effect can not learn global fea-
tures effectively. For example, in leaf style, the overall charac-
teristic, such as the direction and distribution of the leaf, are not
be perceived, and thus the leaf texture is directly mapped into the
vertical stroke. By comparison, our framework is able to recon-
struct the vivid details and contour characteristics accurately in
an unsupervised manner, achieving the most visually appealing
texts.

To quantitatively measure the performance, we conducted a
user study on a public platform.2 The study gives image pairs to
various observers, and tasks to choose which one is of the best
style similarity with the reference style image while maintain-
ing legibility. Then, we compute preference ratio as quantitative
metrics. It is the percentage of times a method is selected in
all of its related selections, whose range is from 0 to 1. If it is
significantly better than all other methods, then its mean pref-
erence ratio will exceed 0.5; if it is perfect, its mean preference
ratio will be near 1. The preference ratio over 11 test styles is
shown in Table I. Obviously, our method surpasses other works
in most of cases significantly. The average preference ratio of
0.556 quantitatively verifies the superiority of our method.

Controllable text style transfer: In Fig. 10, we demon-
strate the qualitative comparison with the state-of-the-art

1[Online]. Available: https://cocodataset.org.
2[Online]. Available: https://www.wenjuan.com/publish
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Fig. 9. Qualitative comparisons with state-of-the-art methods on various styles. The first two columns are style images and binary masks of target texts. In the
last two row, we present the comparison of enlarged local patch in source style images, UT-Effect (marked in blue boxes) and our results (marked in red boxes).

Fig. 10. Comparison between our method and previous scale-controllable style transfer method, where (a) shows the results of our method and (b) gives the
outputs of Shape-Matching GAN [12]. Local patches (marked in red boxes) are enlarged in the right for a better comparison.
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Fig. 11. Visual results of the proposed method for controllable style transfer. Local patches (marked in red boxes) are enlarged in the right of their results.

TABLE I
PREFERENCE RATIOS OF NST [11], T-EFFECT [5], TET-GAN [6],

SHAPE-MATCHING GAN [12], UT-EFFECT [14]. FOR EACH ROW, WE SHOW

THE BEST PREFERENCE RATIO IN BOLD AND THE SECOND UNDERLINED

TABLE II
RUNNING TIME OF THE DEFORMABLE MODULE

scale-controllable method, Shape-Matching GAN [12]. As
shown in Fig. 10(b), Shape-Matching GAN loses the texture
details, yielding rigid and blurry texture. In addition, the glyph
deformation of Shape-Matching GAN is incomplete for com-
plex style elements, and thus the shapes are not fully trans-
ferred to the vertical stroke. On the contrary, the proposed
framework achieves continuous multi-scale stylized texts with
exquisite details and vivid contours as shown in Fig. 10(a). The
multi-scale artistic styles vividly shows the natural process as
if the dandelion grows from compact to fluffy. Fig. 11 presents
the multi-scale artistic results of the proposed framework on
different style images. For complex and varied style character-
istics, such as the fluid shape (smoke), the dense and irregularity
style (plants), and the spindly contour (thunder), our framework
is robust to map these complex style effects into continuous
transformation with a controllable scale, creating fine artistic
presentations.

In Table II, we report the running time of the proposed style
control method with 4 cores of Intel i9-9900 CPU @3.5 GHz.
The average running time of the deformable module is listed for
processing 100 images in the testing phase, where the sizes of
input images are 256× 256 and 320× 320.

As shown in Table II, our style control method requires less
than 50 ms to process per frame without retraining networks,
which implies a potential of nearly real-time control.

C. Ablation Study

Network architecture: To analyze the effect of each compo-
nent in our framework, we perform the following experiments
with different configurations of network architecture.
� OnlyGp: The model architecture only contains the pro-gen

GAN Gp. The binary mask, together with tailored texture
is sent to Gp to obtain the output images.

� Only Gp and Ns: This model architecture is composed
of a pro-gen GAN and a structure network. The binary
mask and tailored texture are sent to Gp and Ns in order,
obtaining the output images.

� Only Gp and Nt: This model architecture contains Gp and
Nt. It means that the results obtained by Gp are directly
sent into Nt to get the output images.

� Only Ns and Nt: This architecture only contains Ns and
Nt. It does not apply Gp to generate prototypes, and the
binary mask is directly used in Ns and Nt to reconstruct
the structure and texture characteristics.

� Full model: All the proposed models in the framework,Gp,
Ns and Nt, are used to obtain the final results.

Fig. 12 shows the results of different network configurations.
As shown in Fig. 12(a), generating stylized texts only using
Gp causes rigid texture and poor structure effect. In Fig. 12(b),
Gp together with Ns, could create the vivid contours and over-
all structure features, but it can not transfer the fine texture
characteristics, such as the different levels of petal colors, lead-
ing to monotonous color effect. Fig. 12(c) shows the visual result
obtained by only using Gp and Nt. The major role of Ns is to
repair the basic structure of style elements for text prototypes.
WithoutNs, the structure of stylized texts become rigid. In addi-
tion,Gp plays a quite important role in the framework. As shown
in Fig. 12(d), without the prototype generation from Gp, the ar-
chitecture fails on shape transferring and texture reconstruction,
generating confused stripes and unclear edges. Figs. 12(e) are
the results of full model for two style images. Obviously, by
exploiting Gp, Ns and Nt to transfer styles at different levels,
our full model can synthesize high-quality artistic texts, with
delicate textures and vivid contours.
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Fig. 12. Analysis for the effect of each component in the proposed framework.

Fig. 13. Analysis for the effect of each data processing step, where (a), (b),
(c) and (d) are the stylized results of the framework.3

Input preprocessing: To analyze the effect of each step in the
preprocessing method, we perform the following preprocessing
methods to train Gp, and then the testing result y′ is sent to Ns

and Nt to obtain the final result y′tr.
� m̄s - [y;m]: We only use m̄s as input and [y;m] as ground

truth to train Gp.
� ȳs - [y;m]: We set ȳs as input of training data, and [y;m]

as ground truth.
� ms - [y;m]: We modify Gp into a 1× network, where an

up-sample layer is removed. Then, to train Gp, we use ms

as input, and [y;m] is used as ground truth, whose patch
size is same as ms.

� [ȳs; m̄s] - [y;m]: All the proposed processing steps are
applied to generate the training data. Specifically, we use
[ȳs; m̄s] as input, and [y;m] as ground truth to train Gp.

3The style image source: [online]. Available: https://jingjia.tmail.com

Fig. 14. Effect of our mix-attention training scheme, where (a), (b) and (c) are
the test results of Gp.

In Fig. 13(a), for lack of the down-sampled style patch ȳs,
some structure features of the stylized texts are fuzzy compared
with Fig. 13(d). It proves that the down-sampled style patch
ȳs can provide a crucial guidance for feature reconstruction. In
Fig. 13(b), the down-sampled mask patch m̄s is removed dur-
ing the network training. Compare with Fig. 13(d), the contours
of stylized texts are poor, which verifies that the mask patch
m̄s can give explicit contour information for shape mapping. In
Fig. 13(c), a 1× network is used and the down-sampled style
patch ȳs is removed. Obviously, the configuration generate am-
biguous stylized texts with vague textures and rigid contours.
This may be attributed to that using 1× training data is easy
for the network to overfit, thus failing to learn the valid fea-
tures. On the contrary, the proposed preprocessing method, pro-
vides enough style and shape information and spaces for network
learning, thus achieving the most visually appealing results.

Mix-attention training scheme for Gp: Fig. 14 demonstrates
the effect of the mix-attention training scheme. In Fig. 14(a), us-
ing cropped patches only in Y l brings unclear background and
smooth contour, which can not imitate global features effec-
tively. The reason may be that Y l cannot provide enough back-
ground information to learn, causing Gp to incorrectly identify
the relationship between background and style elements. Thus,
Gp will go according to the characteristic of Y l, and map the
most area of input image into style elements. Conversely, in
Fig. 14(b), training only with Y g can render the vivid overall
contours with clear background, but texture in the foreground
is fuzzy with some artifacts. Fig. 14(c) shows the output of Gp

with our mix-attention training scheme, which has clear over-
all contours, delicate textures and local details, surpassing the
training schemes with only one image drastically.

The 2× magnification Gp: One of the most important im-
provements of the proposed framework, is introducing a 2×
magnification design to Gp. Fig. 15 demonstrates the effect of
the proposed 2× design, where Fig. 15(a) represents the styl-
ized text using a 1× network for prototype generation (here we
remove the up-sample layer in Gp to obtain a 1× network, and
use paired data [ys;ms] - [y;m] to train Gp), and Fig. 15(b) is
the output of the full model. Compared with 2× network, the
1× network does not have extra space for style imitation, and it
is hard to establish a pixel-to-pixel corresponding relationship
between input data and style images. Due to the limited ability of
representation and learning, the 1× network occurs overfitting
and can not learn the valid information from training data. On
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Fig. 15. Effect of the proposed 2× magnification Gp.

Fig. 16. Effect of the perceptual loss Lstyle
s and Lfeat

s in Ns.

the contrary, the 2× generator is more free to learn the mapping
relationship from the training data, and extends the input texture
for a natural details, thus achieving the most visually appealing
results.

Loss function: We examine the effect of different layers of a
VGG to compute the perceptual loss (Lstyle

s and Lfeat
s ) in Ns.

When the features extracted from deeper layers in VGG are used
to compute perceptual loss, the ability of structure repairation
will be lowered. Fig. 16 shows the stylized results of computing
Lstyle
s and Lfeat

s by different combinations of layers. Fig. 16(a)
is obtained by trainingNs using deeper features (the original loss
function in [17]), and those layers of VGG are relu1_2, relu2_2,
relu3_2, and relu4_2. Fig. 16(b) is the result with our optimized
loss, using layers relu1_1, relu2_1, relu3_1. Applying deeper
features for the perceptual loss, the structure of style element
becomes ambiguous and the overall visual effects are poor. As
shown in Fig. 16(b), the modified perceptual loss achieves a
better ability of structure refinement.

D. Control of the Distribution of Style Elements

We study the effect of the size proportion of style image L
and cropped patch 2N . For a fair comparison, we enlarge the
original style image by 1.5×, and test the results for the 1.5×
and 1× style image under the same cropped size N . In the ex-
periment, the size of 1× style image (Y l) L is 500× 500, and
the crop size of local patch, 2N is set to 256. The proportion
L/2N in Fig. 17(a) is equal to 750/256, which is relatively
larger. Therefore, the distribution of style elements is relatively
scattered and the size of each element is larger. Otherwise, as
shown in Fig. 17(b), the proportion L/2N equals 500/256, and
the smaller proportion brings tight arrangement and small size
of basic style elements in artistic texts. The study reflects that
the form of reconstructed style elements is related to the size of

Fig. 17. Analysis for different size proportions of style image and cropped
patch, where the same size local patches in the style image (marked in black
boxes) and stylized texts (marked in red boxes) are listed for comparison.

Fig. 18. Applications of our framework.

local receptive field. In the real application, we can adjust the
proportion for the requirements of practical tasks.

E. Applications

Advertisement and typography: Our method can be easily ap-
plied to stylize various source texts. Since no special artistic
text dataset is required, we can flexibly choose the style image
according to the needs of tasks. In Fig. 18(a), we show an ex-
ample of text synthesizing to match the style of background for
advertisement and typography.

Fashion design: The proposed framework can not only trans-
fer the style characteristics into various texts, but also can trans-
fer the source style into the more general shapes. As shown in
Fig. 18(b), it enables users to generate new designs and perform
pattern conversion depending on the existing templates, which
can be used for art design, such as food, cloth or other fashion
applications [4].

F. Limitation

Although the proposed approach has generated visually ap-
pealing results, some limitations still exist. When multiple style
elements in a source image have distinctively different features
and some features are not suitable for all the text strokes, shape
mismatching and characteristic mixture will occur. It might be

Authorized licensed use limited to: Peking University. Downloaded on November 05,2023 at 09:32:11 UTC from IEEE Xplore.  Restrictions apply. 



MAO et al.: INTELLIGENT TYPOGRAPHY: ARTISTIC TEXT STYLE TRANSFER FOR COMPLEX TEXTURE AND STRUCTURE 6497

Fig. 19. An example of failure case.

beyond its capability to analyze the relevance between style char-
acteristics and text strokes, and then map different styles into
corresponding areas. As shown in Fig. 19, we try to transfer a
bamboo style into a targeted text. However, the characteristics of
trunks and leaves in the image differ considerably, and the shape
feature of slender leaves is not suitable for all the text strokes.
It is hard for our method to search a best matching scheme to
transfer leaf and trunk into different strokes, respectively. Hence,
the transferred features in the text are disordered, lowering the
legibility and artistry. The problem may be addressed by ex-
ploring reasonable matching strategy for different style areas,
or adding the specialized guidance for each feature by user
interaction.

V. CONCLUSION AND FUTURE WORK

In this paper, we present a coarse-to-fine framework to synthe-
size artistic texts with complex texture and structure, which can
also control the scale of style mapping. Particularly, we exploit
a 2× magnified pro-gen GAN and one-shot learning method
to transfer the complex style features in an unsupervised way.
In addition, a mix-attention training scheme is introduced to
enhance the visual results. Our framework breaks a barrier of
complex text style transfer, allowing users to create fine artistic
presentations by a single style image.

There are still some interesting issues for further work. Trans-
ferring the complex styles with multiple different characteristics
into texts bring more vitality for art design, so a future direction
is investigating the visual consistency and relevance between
different style areas and text strokes to achieve a best matching
results. In addition, mapping exquisite decors to the complex
stylized texts is worthy of investigation, which will contribute
more aesthetic interests.

REFERENCES

[1] S. Meyer, V. Cornillère, A. Djelouah, C. Schroers, and M. Gross, “Deep
video color propagation,” in Proc. Brit. Mach. Vis. Conf., Newcastle upon
Tyne, U.K., Sep. 2018.

[2] J. Ren, X. Shen, Z. Lin, R. Mech, and D. J. Foran, “Personalized image
aesthetics,” in Proc. IEEE Int. Conf. Comput. Vis., 2017, pp. 638–647.

[3] X. Wang, G. Oxholm, D. Zhang, and Y.-F. Wang, “Multimodal trans-
fer: A hierarchical deep convolutional neural network for fast artistic
style transfer,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2017,
pp. 5239–5247.

[4] S. Jiang and Y. Fu, “Fashion style generator,” in Proc. 26th Int. Joint Conf.
Artif. Intell., 2017, pp. 3721–3727.

[5] S. Yang, J. Liu, Z. Lian, and Z. Guo, “Awesome typography: Statistics-
based text effects transfer,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit., 2017, pp. 7464–7473.

[6] S. Yang, J. Liu, W. Wang, and Z. Guo, “Tet-GAN: Text effects transfer
via stylization and destylization,” in Proc. AAAI Conf. Artif. Intell., 2019,
vol. 33, pp. 1238–1245.

[7] W. Li, Y. He, Y. Qi, Z. Li, and Y. Tang, “FET-GAN: Font and effect
transfer via k-shot adaptive instance normalization,” in Proc. AAAI Conf.
Artif. Intell., 2020, vol. 34, pp. 1717–1724.

[8] W. Wang, J. Liu, S. Yang, and Z. Guo, “Typography with decor: Intelli-
gent text style transfer,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern
Recognit., 2019, pp. 5889–5897.

[9] S. Yang, W. Wang, and J. Liu, “TE141K: Artistic text benchmark for text
effect transfer,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 43, no. 10,
pp. 3709–3723, Oct. 2021.

[10] G. Atarsaikhan, B. K. Iwana, A. Narusawa, K. Yanai, and S. Uchida,
“Neural font style transfer,” in Proc. 14th IAPR Int. Conf. Document Anal.
Recognit., 2017, vol. 5, pp. 51–56.

[11] L. A. Gatys, A. S. Ecker, and M. Bethge, “Image style transfer using
convolutional neural networks,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit., 2016, pp. 2414–2423.

[12] S. Yang et al., “Controllable artistic text style transfer via shape-matching
GAN,” in Proc. IEEE/CVF Int. Conf. Comput. Vis., 2019, pp. 4442–4451.

[13] S. Yang, Z. Wang, and J. Liu, “Shape-matching GAN++: Scale control-
lable dynamic artistic text style transfer,” IEEE Trans. Pattern Anal. Mach.
Intell., vol. 44, no. 7, pp. 3807–3820, Jul. 2022.

[14] S. Yang, J. Liu, W. Yang, and Z. Guo, “Context-aware text-based binary
image stylization and synthesis,” IEEE Trans. Image Process., vol. 28,
no. 2, pp. 952–964, Feb. 2019.

[15] L. Gatys, A. S. Ecker, and M. Bethge, “Texture synthesis using convolu-
tional neural networks,” Adv. Neural Inf. Process. Syst., vol. 28, 2015.

[16] J. Portilla and E. P. Simoncelli, “A parametric texture model based on joint
statistics of complex wavelet coefficients,” Int. J. Comput. Vis., vol. 40,
no. 1, pp. 49–70, 2000.

[17] J. Johnson, A. Alahi, and L. Fei-Fei, “Perceptual losses for real-time style
transfer and super-resolution,” in Proc. Eur. Conf. Comput. Vis., Berlin,
Germany, 2016, pp. 694–711.

[18] A. Sanakoyeu, D. Kotovenko, S. Lang, and B. Ommer, “A style-aware
content loss for real-time HD style transfer,” in Proc. Eur. Conf. Comput.
Vis., 2018, pp. 698–714.

[19] D. Kotovenko, A. Sanakoyeu, S. Lang, and B. Ommer, “Content and style
disentanglement for artistic style transfer,” in Proc. IEEE/CVF Int. Conf.
Comput. Vis., 2019, pp. 4422–4431.

[20] D. Kotovenko, A. Sanakoyeu, P. Ma, S. Lang, and B. Ommer, “A content
transformation block for image style transfer,” in Proc. IEEE/CVF Conf.
Comput. Vis. Pattern Recognit., 2019, pp. 10032–10041.

[21] S. Yang, J. Liu, Z. Lian, and Z. Guo, “Text effects transfer via distribution-
aware texture synthesis,” Comput. Vis. Image Understanding, vol. 174,
pp. 43–56, 2018.

[22] S. Azadi et al., “Multi-content GAN for few-shot font style transfer,” in
Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2018, pp. 7564–7573.

[23] Y. Gao, Y. Guo, Z. Lian, Y. Tang, and J. Xiao, “Artistic glyph image
synthesis via one-stage few-shot learning,” ACM Trans. Graph., vol. 38,
no. 6, pp. 1–12, 2019.

[24] A. Zhu et al., “Few-shot text style transfer via deep feature similarity,”
IEEE Trans. Image Process., vol. 29, pp. 6932–6946, 2020.

[25] Y. Jing et al., “Stroke controllable fast style transfer with adaptive receptive
fields,” in Proc. Eur. Conf. Comput. Vis., 2018, pp. 238–254.

[26] J. Babaud, A. P. Witkin, M. Baudin, and R. O. Duda, “Uniqueness of
the Gaussian kernel for scale-space filtering,” IEEE Trans. Pattern Anal.
Mach. Intell., vol. PAMI-8, no. 1, pp. 26–33, Jan. 1986.

[27] P. Perona and J. Malik, “Scale-space and edge detection using anisotropic
diffusion,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 12, no. 7,
pp. 629–639, Jul. 1990.

[28] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016,
pp. 770–778.

[29] A. Frühstück, I. Alhashim, and P. Wonka, “TileGAN: Synthesis of large-
scale non-homogeneous textures,” ACM Trans. Graph., vol. 38, no. 4,
pp. 1–11, 2019.

[30] Y. Zhou et al., “Non-stationary texture synthesis by adversarial expansion,”
ACM Trans. Graph., vol. 37, no. 4, pp. 1–13, 2018.

[31] C. Ledig et al., “Photo-realistic single image super-resolution using a gen-
erative adversarial network,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit., 2017, pp. 4681–4690.

[32] O. Ronneberger, P. Fischer, and T. Brox, “U-Net: Convolutional networks
for biomedical image segmentation,” in Proc. Int. Conf. Med. Image Com-
put. Comput.- Assist. Interv., Berlin, Germany, 2015, pp. 234–241.

Authorized licensed use limited to: Peking University. Downloaded on November 05,2023 at 09:32:11 UTC from IEEE Xplore.  Restrictions apply. 



6498 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 25, 2023

[33] F. Yu and V. Koltun, “Multi-scale context aggregation by dilated convolu-
tions,” in Proc. Int. Conf. Learn. Representations, 2016.

[34] C. Liang-Chieh, G. Papandreou, I. Kokkinos, K. Murphy, and A. Yuille,
“Semantic image segmentation with deep convolutional nets and fully
connected CRFs,” in Proc. Int. Conf. Learn. Representations, May 2015.

[35] L.-C. Chen, G. Papandreou, I. Kokkinos, K. Murphy, and A. L. Yuille,
“DeepLab: Semantic image segmentation with deep convolutional nets,
atrous convolution, and fully connected CRFs,” IEEE Trans. Pattern Anal.
Mach. Intell., vol. 40, no. 4, pp. 834–848, Apr. 2018.

[36] C. Dong, C. C. Loy, and X. Tang, “Accelerating the super-resolution con-
volutional neural network,” in Proc. Eur. Conf. Comput. Vis., Berlin, Ger-
many, 2016, pp. 391–407.

[37] J. Liu, W. Zhang, Y. Tang, J. Tang, and G. Wu, “Residual feature ag-
gregation network for image super-resolution,” in Proc. IEEE/CVF Conf.
Comput. Vis. Pattern Recognit., 2020, pp. 2359–2368.

[38] K. Simonyan and A. Zisserman, “Very deep convolutional networks for
large-scale image recognition,” 2014, arXiv:1409.1556.

Wendong Mao (Graduate Student Member, IEEE)
received the B.S. degree in information engineer-
ing from Jilin University, Changchun, China, in
2018. She is currently working toward the Ph.D. de-
gree in electronic and communications engineering,
Nanjing University, Nanjing, China. She was a Visit-
ing Student with the Wangxuan Institute of Computer
Science and Technology, Peking University, Beijing,
China, in 2019. Her research interests include im-
age processing algorithm and VLSI design for deep
learning.

Shuai Yang (Member, IEEE) received the B.S. and
Ph.D. degrees (Hons.) in computer science from
Peking University, Beijing, China, in 2015 and 2020,
respectively. He is currently a Postdoctoral Research
Fellow with the NTU AI Corporate Laboratory,
Nanyang Technological University, Singapore. He
was a Visiting Scholar with the Texas A&M Uni-
versity, College Station, TX, USA, from September
2018 to September 2019. He was a Visiting Student
with the National Institute of Informatics, Chiyoda
City, Japan, from March 2017 to August 2017. His

research interests include image stylization and image inpainting. He was the
recipient of the IEEE ICME 2020 Best Paper Awards and IEEE MMSP 2015
Top10% Paper Awards.

Huihong Shi received the B.S. degree in electronic
engineering from Jilin University, Changchun, China,
in 2020. She is currently working toward the Ph.D. de-
gree with the School of Electronic Science and Engi-
neering, Nanjing University, Nanjing, China. Her re-
search interests include network compression, DNN
accelerators, and image stylization.

Jiaying Liu (Senior Member, IEEE) received the
Ph.D. degree (Hons.) in computer science from
Peking University, Beijing, China, 2010. She is cur-
rently an Associate Professor, Boya Young Fellow
with the Wangxuan Institute of Computer Technol-
ogy, Peking University. She has authored more than
100 technical articles in refereed journals and pro-
ceedings, and holds 70 granted patents. Her research
interests include multimedia signal processing, com-
pression, and computer vision. She is a Senior Mem-
ber of CSIG and CCF. She was a Visiting Scholar

with the University of Southern California, Los Angeles, CA, USA, from 2007
to 2008. She was a Visiting Researcher with Microsoft Research Asia. She
was a Member of Multimedia Systems and Applications Technical Commit-
tee, and Visual Signal Processing and Communications Technical Commit-
tee in IEEE Circuits and Systems Society. She is also a Member of Image,
Video, and Multimedia and Signal and Information Processing Theory and
Methods Technical Committee in APSIPA. In 2015, she was supported by the
Star Track Young Faculties Award. She was the recipient of the IEEE ICME
2020 Best Paper Award and IEEE MMSP 2015 Top10% Paper Award. She was
an Associate Editor for the IEEE TRANSACTIONS ON IMAGE PROCESSING, the
IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY

and Journal of Visual Communication and Image Representation, the Techni-
cal Program Chair of IEEE ICME-2021/ACM ICMR-2021, the Area Chair of
CVPR-2021/ECCV-2020/ICCV-2019, and the CAS Representative at the ICME
Steering Committee. She was the APSIPA Distinguished Lecturer (2016–2017).

Zhongfeng Wang (Fellow, IEEE) received the B.E.
and M.S. degrees from the Department of Automa-
tion, Tsinghua University, Beijing, China, in 1988
and 1990, respectively, and the Ph.D. degree from the
University of Minnesota, Minneapolis, MN, USA, in
2000. He has been with Nanjing University, Nanjing,
China, as a Distinguished Professor since 2016. He
was with Broadcom Corporation, San Jose, CA, USA,
from 2007 to 2016 as a leading VLSI Architect. Be-
fore that, he was with Oregon State University, Cor-
vallis, OR, USA, and National Semiconductor Corpo-

ration. Dr. Wang is a world-recognized Expert on Low-Power High-Speed VLSI
Design for Signal Processing Systems. He has authored or coauthored more than
200 technical papers with multiple best paper awards. He has edited one book
VLSI and held more than 20 U.S. and China patents. His research interests in-
clude optimized VLSI design for digital communications and deep learning. He
was the recipient of multiple best paper awards from IEEE technical societies,
among which is the VLSI Transactions Best Paper Award of 2007. In the current
record, he has had many papers ranking among top 25 most (annually) down-
loaded manuscripts in IEEE Transaction on VLSI Systems. In the past, he was an
Associate Editor for IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS I,IEEE
TRANSACTIONS ON CIRCUITS AND SYSTEMS II, and IEEE TRANSACTIONS ON

VERY LARGE SCALE INTEGRATION SYSTEMS for many terms. He also was the
TPC Member and various chairs for tens of international conferences. Moreover,
he has contributed significantly to the industrial standards. His technical propos-
als have been adopted by more than fifteen international networking standards.
In 2015, he was elevated to the fellow of IEEE for contributions to VLSI design
and implementation of FEC coding.

Authorized licensed use limited to: Peking University. Downloaded on November 05,2023 at 09:32:11 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


